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Abstract. Location-aware systems provide customised services or applications
according to users’ locations. While much research has been carried out in de-
veloping models to represent location information and spatial relationships, it is
usually limited to modelling simple environments (cf. [13IT913])). This paper pro-
poses a unified space model for more complex environments (e.g., city plan or
forest). This space model provides a flexible, expressive, and powerful spatial
representation. It also proposes a new data structure — an integrated lattice and
graph model — to express comprehensive spatial relationships. This structure not
only provides multiple graphs at different abstraction levels, but it also collapses
the whole map into smaller local graphs. This mechanism is beneficial in reducing
the complexity of creating and maintaining a map and improving the efficiency
of path finding algorithms.

1 Introduction

The development of location-aware systems has become commonplace recently. This
was encouraged by the availability of numerous available location sensing devices
and by a popular demand for location-aware applications. A huge number of location
models have been developed — however most of them tend to either service particular
sensing abilities or application requirements.

Consider a complex real-world environment, such as a city or forest. It can be par-
titioned through multiple hierarchies (e.g., postcode areas, districts or compass direc-
tions) and involve a huge number of places (e.g., hundreds of streets or thousands of
buildings). In this environment, it may be necessary to describe the location of a certain
entity in various ways depending on the available location sensors. Most of existing
space models only provide traditional types of spatial representations, such as symbolic
and geometric representations. Especially some of these models support a single coor-
dinate reference system, because they only have one or two precise sensors that provide
location data in a coordinate format. As such, the ability of these models to flexibly
express location information is limited.

Our space model aims to support a powerful and expressive spatial representation. It
absorbs the best practices from existing models so as to support the traditional spatial
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representations, and makes improvements over them. This model supports multiple co-
ordinate systems from two perspectives: different global coordinate systems to support
different sensing technologies; and user-defined local coordinate systems to support
customised representations of environment instead of forcing all the spatial represen-
tations in a uniform coordinate system. Furthermore, this space model also supports
relative location representation [15]]. Relative locations are necessary when the location
cannot be exactly specified or defined, or if the location is dynamic or moving. For
example, ‘a place 500m east of this building”, or “I am in the canteen of this train”.
Our approach can flexibly define a local reference system to describe these locations
in different directions by combining various kinds of spatial representations, while not
being limited to coordinates.

In complex environments it may also be necessary to construct a detailed map that
can provide a path to a destination for an entity among a large number of places (with
varied levels of granularity). There are two underlying models to organise spaces: hier-
archical and graph models, which represent containment and connectedness relation-
ships respectively. The typical approach to constructing a location map is to build
a single huge graph for the whole environment, while fixed at a certain granularity
(e.g., room-leveled spaces). This graph cannot be flexibly extended into coarser-grained
spaces (e.g., buildings or streets), or into finer-grained spaces (e.g., desks). Although
additional graphs may be built for these spaces, it is complicated to build a mapping
between them or coordinate them in applications. Most research experiments usually
take place in a building, so a single graph is easy to build and maintain. However, a sin-
gle graph for larger-scaled environments will take much effort and time to build and to
maintain its consistency and integrity. Also, existing models do not provide an approach
to collapse this graph so as to reduce the construction complexity.

In our space model, we propose a new data structure - a lattice integrated with graphs
to represent spatial relationships for complex environments. This space model applies
the lattice model to represent the containment relationship and applies the graph model
to represent the adjacency and connectedness relationships between spaces at the same
abstraction level. The integrated model builds a lattice model for all the spaces under a
certain partition approach. The graph models are embedded in the lattice model where
each node is associated with a graph whose vertices are the immediate sub spaces of
the node and whose edges are the adjacency and connectedness relations between these
vertices.

With this space model, system designers can build a single model to express all the
spatial relationships at once. They do not need to maintain separate hierarchy and graph
models and mappings between them. Furthermore, users can build graph models at
different abstraction levels whose hierarchies are managed in a lattice model. Even at
a certain abstraction level, the whole graph can be further divided into smaller graphs
that are associated with sibling nodes in the lattice. That is, each sibling node manages
a local graph that is part of the whole map. These local graphs can also be integrated to
form the whole map through a special space — a sensitive space — in the lattice model.
For a given set of spaces, a sensitive space is the largest of their common sub spaces,
whose detailed discussion will be in Section[3l This approach makes the graph model
easy to create and maintain. In addition, our space model improves the efficiency of path
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finding algorithms. In existing models, the path finding algorithm usually works on a
large amount of location data. Heuristic approaches are applied in the algorithm. Also,
our space model has the ability to reduce the initial searching space for path finding,
which potentially improves search efficiency.

This paper is organised as follows. Section [2] reviews the mature location models
and distills the best practices from them. Section 3] introduces our space model in rep-
resenting location information and spatial relationships. Section ] will demonstrate the
implementation of relative location representations and the path finding based on the in-
tegrated model. Finally, in Section[3]we conclude the paper and point to future research
problems in this work.

2 State of the Art of Location Models

This section will review the main types of location models including geometric, sym-
bolic, hybrid, and semantic models. Their novel ideas and techniques will be introduced
at the aspects of representing location information and spatial relationships.

At the aspect of representing location information, Jiang’s model proposes a
detailed method to represent geometric location in multiple coordinate reference sys-
tems. A sub space’s coordinate system is specified by defining its origin point and axes
within its super space’s coordinate system. The origin point is specified as a displace-
ment vector in the super space’s coordinate system, while axes are specified as three
unit vectors in the form of a matrix, called rotation matrix. A simple linear algebra
is applied to convert coordinates under different reference systems. This approach is
built on a sound mathematical foundation. However, a sub space’s coordinate system
is defined only under its super space’s coordinate system, which is too restricted and
not flexible. Our space model will borrow the basic idea of this approach and make
improvement on the flexibility of defining local coordinate systems.

When it comes to describing the shape of a three-dimensioned space, Coschurba’s
model [6] proposes a 2.5-dimensioned approach to describe a three-dimensioned (3D)
shape by specifying its base as a two-dimensioned (2D) and its height as a numeric
value (0.5D). Only the coordinates for the space’s base shape are recorded, which can
reduce the amount of coordinate data and allow applying geometric computations on
each shape. This approach for defining shapes and representing coordinates is borrowed
to our space model and is further extended to more shapes.

Korkea-aho [13]] introduces a common data set and an extensible framework of ex-
pressing location information in the Internet. He proposes a relative location as a spe-
cific type of descriptive location, that is, the location of an object is described relative
to some other objects, such as, “10 meters North to the shop”, or “the area centered
around the building in a 100-meter arm”. The relative location representation is very
useful, and is not introduced in existing location models. Our space model will extend
the spatial representations to cover this relatively spatial expression.

The HP Cooltown project [[18]] introduces a semantic representation, which is orthog-
onal to symbolic and geometric representations. The semantic representation provides
other information around its place, such as a bus route or a snapshot of interest. In
our space model, a space object may describe the spatial features corresponding to the
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location of an entity, but other non-spatial features will necessarily be assigned to the
corresponding entity object. For example, a building entity has its location described by
a space object, whose symbolic representation is “science building”. The building entity
can be extended with other non-location contextual information including its functions,
reception, activities, or services. The information expressed in a semantic representation
of the Cooltown project is part of this extended contextual information.

At the aspect of representing spatial relationships, Becker [2]] has analysed and sum-
marised different types of symbolic location models: set-based, hierarchical, and graph-
based models.

A set-based model organises symbolic locations into sets according to the spatial
containment relationship. A typical example of the set-based model is the EasyLiving
project at Microsoft [4]]. It applies simple, computable set operators to evaluate the over-
lapping relationship, and to compare non-quantitative distances. A set-based model also
can express the connectedness relationship by defining neighbourhood sets into pairs
of directly connected locations. Set-based models can provide an explicit semantics
of containment and overlapping relationships; however, the connectedness relationship
results in tremendous number of sets and the notion of distance is not quantitatively
computable.

A hierarchical model is a special case of set-based models. Similarly, a hierarchical
model can express the explicit containment relationship, and it fails in supporting the
connectedness relationship and the quantitative notion of distance. It is a most popular
model applied in current location models such as Jiang’s model [13], Schmidt’s model
[20], Durr’s model [8]], and MiddleWhere [19]]. There are two hierarchical structures: a
tree to organise non-overlapping locations, and a lattice to organise overlapping loca-
tions. Compared to a set-based model, a hierarchical model can represent the structure
of locations more explicit and more intuitive. Moreover, these characterised structures
support more efficient and optimised computations, such as a traversing algorithm in a
tree, and the join and meet operations in a lattice. Compared to a tree model, the lattice
model has more flexible expressivity and has been widely applied to location models
such as Kainz’ model [[14], the Geocost model [6], and MiddleWhere [19].

A graph-based model is applied to express the connectedness relationship and the
notion of distance. Hu’s model [12] proposes a semantics graph model called exit hier-
archy. In a graph, each node represents a symbolic location, and each edge represents
the connectedness relationship, which quantitative distance can also be assigned on as a
weight. Furthermore, nodes or edges can be attributed to more contextual information,
such as passability limits, or transportation restrictions. A graph-based model provides
an explicit and extensible semantics for the connectedness relationship and a quanti-
tative notion of distance. It benefits in navigating an environment and answering the
shortest path queries. However, its deficiency exists in the limited description level of
locations (e.g., at the room level), and in the difficulty of expressing the containment
relationship.

From the above analysis, none of the three models can have the adequate capability
of representing all the spatial relationships. The set-based and hierarchical models are
good at expressing containment and overlapping relationships, while the graph-based
model is good at expressing connectedness relationships and the quantitative notion of
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distance. We take all these best practices and improve them in our unified formal model
of space.

3 A Unified Formal Model of Space

This section will build a formal semantics to richly express and model spatial infor-
mation and relationships. The space model can provide multiple representations for any
space in reality. It also can describe various spatial relationships, including containment,
adjacency, connectedness, disjointness, overlapping, and distance.

3.1 Representation of Spatial Information

There are diverse ways to represent location information, however, the elementary types
of spatial representations are geometric and symbolic representations. A geometric rep-
resentation characterises a space with its geometric shapes and a set of coordinate points
under a certain Cartesian Coordinate Reference System (CCRS). A symbolic represen-
tation characterises a space with a human-friendly descriptive label. A hybrid repre-
sentation is introduced, if a space has a symbolic and geometric representation, both of
which map to each other.

The space model supports a resolute or relative representation (Figure[T). A resolute
representation can be a geometric, symbolic, or hybrid representation of the former two
types. A resolute representation is usually used to describe an explicit space, such as “a
conference room”, or a coordinate [4.50,2.09, 3.87]. A relative representation is used
to represent an implicit space by specifying a base and an offset representation, both of
which are directly or indirectly related to a resolute representation. In the following, we
will detail the resolute representation first.

A space is physically featured by different geometric shapes. A geometric shape can
be regular, which is portrayed through a mathematically computable way. A regular
shape can be a primitive 2D or 3D shape, or a composite shape of primitive shapes. A

-space

RelativeRepresentation

Space
-representation

itation

ResoluteRepresentation

/\

‘ SymbolicRepresentation M HybridRepresentation

GeometricShape
CoordinateWithCCRS

Fig. 1. Space Representation



108 J. Yeetal.

few of primitive shapes have been listed, such as point, line segment, polygon, and
sphere. If a shape cannot be depicted using a regular shape, then it is regarded as
irregular.

The shape structure can be extensible to more sophisticated shapes in particular ap-
plications. For each space, coordinates are chosen and organised in a characteristic
format in terms of the space’s geometric shape. Typical shapes and their associated
coordinate formats are listed as follows.

Point: one coordinate;

Line segment: two coordinates for two ends of a line segment;

Polygon: a set of coordinates for each vertex of a polygon; especially, Rectangle is
described by a pair of coordinates for diagonal points;

Circle or sphere: a coordinate for a center and a numeric value for its radius;

— Cube: a set of coordinates for its base polygon and a numeric value for its height.
and so on.

Coordinates for a composite shape can be obtained by integrating characteristic co-
ordinates from the primitive shapes that it is composed of. However, an irregular shape
cannot be easily described. A simplified solution is either to convert an irregular shape
to a set of similar regular shapes or to pick up a few characterised coordinate points.

The coordinate representation is closely related to the geometric shape of a space.
This approach can reduce the number of coordinate data and help organise them in a
computable way. It is easy to do some spatial computations, such as computation of area
or volume, and evaluation of whether a coordinate is in a space or not. For example, if
a coordinate point and a sphere space are given, the evaluation can be computed by
comparing its radius with the distance between this point and its center. If the distance
is longer than the radius, then this point is considered out of the sphere-shaped space.

The space model supports multiple Cartesian Coordinate Reference Systems
(CCRS), including global (such as WGS84, Gauss-Kruger, and UTM) and user-defined
coordinate reference systems. The global system is applied according to different posi-
tioning sensors. For example, GPS provides coordinates under WGS84. Local reference
systems are applied in terms of sensors and customised representation of an environ-
ment or a space. The Ubisense provides coordinates under a user-defined CCRS at the
beginning when it is set up and configured. In a local environment, especially a dynam-
ical environment, a user-defined CCRS is usually applied, when only relative location
information is required. For example, in a train or ship, only relative location informa-
tion in the train space is concerned, so a CCRS can be created locally in a train.

This space model supports multiple CCRSs and conversion of coordinates between
these different CCRSs. Each space can be described with a set of coordinate sets, and
each coordinate set is defined under a certain CCRS. A local CCRS is defined by spec-
ifying its origin point and axes, both of which can be referred to any existing CCRS,
not necessarily its super space’s CCRS. A default CCRS is defined as a primitive ref-
erence system that can be directly or indirectly referred to by all the other CCRSs. The
conversion techniques has been borrowed from Jiang’s model [13]].

A symbolic representation for a space is a human-friendly, string-based descriptive
label. A label can be a real name of a space like country’s name, city’s name, university’s
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name, and so on. A space can be labeled in terms of its functionality like “conference
room”, “foyer”, and “registration office ”, etc. A space can also be named with its own-
ers like “Waldo’s house”, “secretary’s office” and so on. If a space has geometric and
symbolic representations, then a bi-literal link can be built between them. For spatial
computation, the geometric properties can be obtained from a symbolic representation;
for expression, a symbolic label can be acquired according to the corresponding geo-
metric representation.

So far, we have discussed the resolute representation for explicit location informa-
tion, and now we will introduce a relative representation. A relative representation con-
sists of a base and offset representation. Both base and offset representations can be any
type of representation, and they are associated by a certain structural relation.

An offset representation can be adjacent to or centered around a base representation.
If it is centered around a base representation and is specified in a given distance, a
relative representation can be expressed as a circle (or sphere) by taking the base one
as an origin point, and the distance as a radius (Figure ). If it is adjacent to a base
representation and is specified with a distance to the base and a list of degree to each
direction. The direction is a standard compass direction description, including “East”,
“West”, “South”, “North”, “Upper”, and “Lower”. The relative representation is defined
in a similar approach of a local CCRS. This local CCRS is specified by taking the base
location as an origin point, and taking the compass direction as the axes’ direction. A
relative representation will be located by projecting the associated distances and degrees
in each direction to the corresponding axe in this standard compass coordinate system.
For example, the relative representation using laser range finding of “3.62m 35° South-
East and 45° elevation”, can be projected to a local CCRS (Figure[3).
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UPPER (Z)
offset location
 NORTH NORTH
base location I 4 tase Iucatm\ a5 I .
WEST Q7 ) EAST (X) o’ < stance ‘}set location
N distance WEST S EAST (X)
35
SOUTH (Y)
LOWER SOUTH (Y)
LOWER
Fig. 2. A centered relative representation Fig. 3. A adjacent relative representation

3.2 Representation of Spatial Relationships

We have shown that different models (set-based, graph-based, and hierarchical models)
have their particular strength on expressing spatial relationships. However, none of them
can work individually to express all the spatial relationships well. Our space model uni-
fies a lattice and graph model. It describes containment, disjointness, and overlapping
relations using its lattice model; and the adjacency and connectedness relations, and
notions of distance using its graph model.
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A Lattice Model. Among hierarchical models, a lattice model has better expressivity
and flexibility than a tree model. In the following, we will introduce a tractable way to
organise symbolic spaces in a lattice model according to the containment relation.

Definition 1. All the symbolic spaces in a real world are organised into a set S with
the containment relation <.

— The space set S = {s1,...,8n};
— Containment relationship: s; < s; means that a space s; is contained by s;. The
containment relation is a partial order:
e Reflexivity: s < s means a space s contains itself;
o Antisymmetry: s; < s; N s; < 8; = 8; = Sj;
e Transitivity: s; < sj N s; < S = 8; < Sk

In Figured] the left side simulates part of the real world space, and the right side organ-
ises its symbolic spaces.

Room_a008
Cub_02

Corridor_a008_02 L

Corridor 008

Corridor_anog

Cub_03 Cub_04

Fig.4. An example of a lattice model for a real world space

A particular containment relationship s; =< s; means that a space s; is immediately
contained by s;. The immediate containment < is the basic operation to construct con-
tainment <. In building a spatial model, only the immediate containment is specified
for spaces, while the general containment can be derived transitively. Their conversion
relation is defined as follows:

— If s; < s; and whenever s; < s, < s;, it follows that s, = s; or s, = s;.
— s5; < s; holds iff there exists a finite sequence of spaces sk, ..., Sk, such that
Si X Sk1 ... Skm = Sj.

According to both containment relationships, we derive (immediate) sub / super
spaces. For any space s € .9,

- its immediate sub spaces: s.isub = {s; € S|s; =< s};
— its sub spaces: s.sub = {s; € S|s; < s} 2 s.isub;



A Unified Semantics Space Model 111

- its immediate super spaces: s.isup = {s; € S|s < s;};
— its super spaces: s.sup = {s; € S|s < s;} D s.isup.

After discussing the containment relation, we start analysing the way to construct the
space set. That is, how the whole space is partitioned into spaces with varying levels
of granularity step by step. In the space set S, there are two special spaces: one is the
universal space st that represents the whole world; another is the null space s, that
represents non-existing space. Thatis, Vs € S, s < st and s; < s.

Proposition 1. Fora space s € S, its immediate sub spaces are s.isub = {s; € S|s; =<
s}, satisfying

— the union of s.isub covers the whole space represented by s.
— the intersection of any two of its immediate sub spaces s; and s; can be
e s, if they are disjoint;
e aunique space s' € S, if they are overlapping. s' is the common space with the
coarsest granularity, which follows that s, < s', where s, € s;.sub N 5;5.5ub.

Proposition [] provides a tractable top-down approach to divide a space into finer-
granularity spaces gradually. A space can be partitioned into a set of spaces in different
orthogonal planes. For example, a building can be partitioned into floors in a vertical
plane; and it also can be partitioned into wings in a horizontal plane. Both the verti-
cal plane and the horizontal plane are orthogonal to each other. It’s obvious that floors
overlap with wings. An overlapped space is the unique space among the intersection of
sub spaces of the corresponding floor and wing, e.g., “wing A at the ground floor”.

In this lattice model, the overlapping relationship has a general meaning, which in-
cludes overlapping in the same plane and that in different orthogonal planes. The over-
lapping in the same plane can be slightly overlapping and partially overlapping. The
slightly overlapping happens when a space is neighboring to another, while these spaces
cannot be simply separated. There usually exists a common space that is hard to decide
which space it belongs to. From figure @] if a cubicle C'uby; is adjacent to a corridor
Corridorapos and another cubicle C'ubgo, there is an exit Fxit., and a wall between
them respectively, which can not be simply decided which room the exit or wall should
exactly belong to. However, there is not a delicate approach to determine whether over-
lapping is slight or partial. To simplify, both overlapping is regarded as the same, and it
is only necessary to evaluate whether the overlapping spaces are passable or not. When
two spaces are connected through a third space, this space is called a sensitive space.

Definition 2. For a space s € S, if any two of its immediate sub spaces s; and s;
overlap in the same orthogonal plane, then a sensitive space is the unique space s, that
is the overlapping space with the coarsest granularity among the intersection of sub
spaces of s; and s;.

The semantics of a sensitive space is to traverse coarser-granularity spaces, labeled as
s; < s;. Across a sensitive space, an object can pass through the coarser-granularity
spaces. There are many types of sensitive spaces. For example, a hall traverses two
wings, a lift traverses floors, and so on.
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Fig. 6. Simple examples of spatial relationships in a lattice model

A poset (partially ordered set) can be a complete lattice if there exist the greatest
lower bound (meet M) and the least upper bound (join L) for any subset A of S. For any
two spaces, join is defined as the unique space with the finest granularity that covers
both of them; meet is defined as the unique common space with the coarsest granularity
that is covered by both. According to the above construction procedure, the partially-
ordered spatial set S can be constructed into a lattice model. Proposition[Tl makes sure
the existence of the join and meet for any two spaces. The leftmost in Figure[Blis a real
space, where s; and s; overlap at two finer spaces A and B, as the figure (a) shows.
According to the proposition, only one overlapping space is allowed, so a common
space s’ is created to be an immediate super space of A and B (see Figure[3l(b)). In the
following, we give a formal definition for join and meet. Given two spaces s; and s,

— join operation: s; Ll s; = s, where Vs’ € s;.sup N sj.sup, s’ < s;
— meet operation: s; M sj = s, where Vs’ € s;.subN s;.sub, s < s'.

Figure |6 shows typical relations between spaces in a lattice model. Some examples of
the join and meet operations between these spaces are computed as follows. In Figure[@]
(a), s; Ms; = s;,and s; U s; = s;. In Figure[dl (b),

sil1s; =c, Si s = Sk;
ANs; =s, AMNB=s;
AUs; = sy, ALl B = sy.

In the above, a lattice model is constructed for symbolic spaces according to the con-
tainment of architectural design, which portrays the physical view of an environment.
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For the same environment there may be multiple lattice models with respect to different
partition principles. For example, another lattice model can also be built in terms of the
administrative functions, such as lab area, lecture area, or office area, which portrays a
conceptual view of an environment. Both lattice models present various views of an en-
vironment, which can be beneficial in serving customised queries. Take an example of
a query: “a reception office in this building”. It is more efficient to execute this query in
the latter lattice model that will only look for the reception office in the administration
area, rather than search the whole space in the former lattice model.

So far, this section has described how to organise the symbolic spaces into a partial
order set according to the spatial containment relationship. The proposition [Tl provides
a top-down approach to dividing the whole space st with the coarsest granularity into
spaces with finer granularities. It also helps to constrain the constructed poset S to be a
lattice model that is bound by the universal space st and the null space s .

A Graph Model. The above lattice model is used to explore the spatial containment,
overlapping, and disjointness relationships, while the following graph model will help
to make the adjacency and connectedness relationships explicitly.

Faced with the huge complexity of spaces in reality, it is difficult to build a large
graph for the entire space and maintain the integrity of the graph. Some adjacent spaces
may be ignored or missing when drawing the adjacency relation for a certain space. The
large graph needs lots of effort to maintain when a space is changed (such as enlarged,
detracted, or deleted). Instead, our approach collapses a large graph into smaller graphs,
each of which represents a separate region. These small local graphs are associated with
the immediate sub spaces of each node in the lattice model. Therefore, when needed,
these smaller graphs can be composed together as well.

Definition 3. For any s € S, a corresponding graph G, = (V,E, E.) is a directed
and weighted graph, where

1. 'V is the immediate sub spaces of s; that is, V = s.isub, where s # s, and
Vs’ € s.isub, s # s, ;

2. E represents the adjacency relation. s; — s; means s; and s; is neighboring to
each other;

3. E. represents the connectedness relation. s; — s; means that an object can go
from s; to s;;

4. don each edge represents a distance between spaces.

If spaces are disjoint to each other or overlapping in different orthogonal planes, there
are no edges between them; otherwise, they are considered adjacent to each other. Fur-
ther, if a space is passable to another directly, the relationship between them is regarded
as connectedness. Particularly, the connectedness relation implies direction. When an
object can go from a space s; to s;, then s; is connected to s;, labeled as s; — s;. In
some circumstances, it is forbidden to go from s; to s; (e.g., an escalator).

A local graph for a node in a lattice model reflects a certain abstraction level of
spaces, which is a certain scale of observing the real space. For example, Figure [7]
presents two graphs with varying granularities, which correspond to the spaces in
Figure [ The graph mapping to roomgoos reflects the adjacency of cubicles, while
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Table 1. Evaluation of different spatial relationships

Spatial Relationship Evaluation
containment 5iMs; = s; (or s;)

siLs; = s; (or s;)
disjointness s5iMs; =81
overlapping siTls; # 81
adjacency 5;Ms; # s1 and s — s
connectedness siMs; # s and s; — ;5

Room_a008 Cub_01

o rridor_a008

Corridor_a008_01

Projector

Fig.7. An example of two graphs at different abstraction levels

the graph mapping to C'ubg; reflects the adjacency of finer spaces within a cubicle. It
is convenient for applications to flexibly load graphs in different scopes. For example,
when an object is in the ground floor, the application only needs to present the graph
of rooms that are located in the ground floor; when an object moves into the room
roomgoos, it presents a more detailed graph of cubicles; furthermore, when the object
enters a cubicle, a graph with finer granularity is presented.

This approach decreases the complexity of loading a huge graph in the beginning,
and it reduces the amount of information because it does not need to load unnecessary
graphs such as Cubgs when only the graph Cubg; is needed. This approach makes it
advantageous to maintain a relatively small graph, because a graph is part of the whole
world. It also makes less effort to reconfigure the graph without affecting other graphs.

This approach also keeps the spaces at the same abstraction level in the same graph.
It makes more sense when we discuss the adjacent relation between the spaces at the
same level of abstraction (such as among rooms or among buildings). However, it is
hard to discuss the adjacency between a room and a floor.

Distance is a complicated and application-specific notion. A distance is a physical
length between two spaces; however, sometimes it is related to other contextual in-
formation (such as transportation, or path restriction) in real applications. However,
this graph model will only consider a general definition for physical distance, while
other contextual information on distance can be extended in customised applications. A
physical distance can be classified into absolute and accessible distances. An absolute
distance is a direct length between two spaces, while an accessible minimal distance is a
length along a path through which a space is connected to another space. An accessible
minimal distance is related to path finding, and it can be computed by accumulating a
series of absolute distance. Therefore, absolute distances are fundamental for the dis-
tance concept.
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In the graph model, an absolute distance d on each edge is a tuple < d., d; >, which
corresponds to the Euclidean and path distance respectively. The Euclidean distance is
the shortest straight line length between centers of two spaces, while the path distance
is the length of a path from the center of one space to the center of another space. This
approach to describe distance is borrowed from MiddleWhere [19].

Path finding is an important issue in a location-aware system. That is, how a path is
located from a source space to a target space. There exists a set of paths between two
given spaces.

Definition 4. A path consists of some finite space sequence following the connect-
edness relation, which starts from a source space s and ends at a target space t.
p(s,t)=s—>51— ... > s, >t

Local graphs cannot satisfy the requirements of path finders if the given source and
target spaces are not in the same local graph. Thus a larger graph is required, making
it necessary to combine a set of local graphs. If all the spaces in the graphs have ge-
ometric representations, then these spaces can be projected into a uniform Cartesian
coordinate reference system (CCRS). Thus a combined graph is produced by comput-
ing their coordinates. If not all of the spaces have geometric representations, we propose
an alternative approach to integrate graphs through sensitive spaces. In a lattice model,
coarser-granularity spaces are traversed by their sensitive space. If two coarser spaces
s; and s; have a sensitive space s, between them, when two graphs G, and G, are
required to be merged, s, will be located and serve as a connection of two graphs.
Section H] will give a description of the path finding algorithm.

4 Demonstration

To demonstrate the applicability of our space model, it is applied to build a map for
our computer science building. All the spaces are represented in a resolute hybrid rep-
resentation. They are organised in a lattice model, and then a graph model is built for

lab XRS: Entity |
-space
-personnel

symbolic_SEG: SymbolicRepresentation |
"SRG Research Lab "

room_a008: Space

=representation

geometric_SR43T: GeometricRepresentation

v

cube_764: Shape
-height: 2.8

DEFAULT: CCRS coords_137: CoordinateCCRS

-coordinates: [(14.0, 0.0, 0.0), (34.0, 5.5, 0.0)]

‘ hybrid_RETS: HybridRepresentation

i coordecrs 904: CoordinateCCRS|

Fig. 8. A typical example of representing an entity’s space
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each node in a lattice. In the following, we will describe how spaces are expressed in
hybrid and relative representations. Later, we will detail how the space model helps in
path finding algorithms.

4.1 Spatial Representation

Each space has a hybrid representation. A symbolic representation assigns a human-
understandable name for the space, while a geometric representation characterises the
space’s geometric shape and a list of coordinates under a certain CCRS. For example in
Figure @ a space roomgqos is represented in Figure Bl The space object deals with all
location-related information, which is a property of an entity. The entity labx rg carries
with other contextual information like its included persons, calendar, and research areas.
Section 3.1 has provided a general way to express a relative representation; how-
ever, its typical applications are simple, like “a place 500m east of this building”. This
is represented as follows, and a resolute location can be computed in applications by
building a local CCRS with the base as an origin point and the standard compass direc-
tion as three axes’ direction. The offset representation can be projected into this CCRS
according to the distance to the base representation, and degree to each direction axis.

Offset Representation
distance direction degree
building space SRES 5.0 EAST 0.0

Base Representation

4.2 Path Finding

In this section, we will describe how the lattice model integrated with graphs helps to
improve the efficiency of a typical path finding algorithm, while a concrete path finding
algorithm is out of the scope of this paper.

Our space model is used to partition the world into small sub graphs that are organ-
ised and managed under the lattice model. Different levels of the lattice model deter-
mine the abstraction levels of each sub graph. At a certain abstraction level, each sub
graph is further partitioned into smaller local graphs that are connected to each other
through sensitive spaces. We propose that the path finding algorithm will be executed
on each local graph, rather than throughout a huge graph for the whole environment.

Given two spaces Ssource and Siqrget, their immediate super spaces are located
from the lattice model, labelled as G5 and G;. If G5 and G, are the the same graph,
the searching will be only executed on the spaces in that graph, while ignoring all
the other spaces and spatial relationships out of that graph. If G4 and G, are differ-

ent graphs, a series of sensitive spaces, called sensitive path, will be located as fol-

S1 Sm ..
lows: G >G4 e Gm_1 > Gy , where s1, ..., s,,, are sensitive

spaces, and G, . . ., G, 1 are the graphs connecting G5 and ;. This shows the higher
level hints of searching: sensitive spaces are the key spaces between the given source
and target spaces. In each local graphs, the paths will be searched, such as Sspyrce — S1,

cees 85 77 Sidls oo o5 ST Starget-
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Fig. 9. A simple example of path finding

For example in FigureB] a path from a space s3 to s23 is required. The smallest local
graphs for so and so3 are located as By and By, both of which are not directly connected
to each other. By examining the sensitive space set, a series of sensitive spaces sensi-

S15 S

tive spaces and the intermediate graphs will be determined: B, >~B; °>By,.
Following this, paths will be searched only in each local graph , such as s — 15 in
Bl, S15 — S16 in Bg, and S16 — S23 in B4.

It is worth noting that a given source or target space may be contained in more than
one smallest local graphs, if it is a sensitive space. In the above figure, the sensitive
space s1 has two immediately super spaces B; and Bs. Besides, there are multiple
possibilities of sensitive paths. Assume that the space Bs is directly connected to Bs

through the sensitive space s7. For the above example, another series of sensitive spaces
S

will be produced: B; ' > B, "~ By =By Correspondingly, another path
finding will be carried out: s — s in By, s1 — Sy in Ba, st — S16 in Bs, and
S16 — Se23 in By. As the path finding is executed separately on local graphs, the local
results can be shared between different series of sensitive paths. For example, the path
S16 — S23 in By can be shared from the above example.

The path finding procedure may be complicated by the above factors such as mul-
tiple immediate super spaces and multiple possibilities of series of sensitive spaces.
However, the number of immediate super spaces is usually small, and the searching of
sensitive paths is the procedure of finding a path between the immediate super spaces.
The computation cost is relatively small, compared to searching a huge graph covering
the whole space. This space model not only reduces the searching space for possible
paths, but it also provides a higher level view of searching by locating a series of sensi-
tive spaces.

Besides this path finding algorithm, the model also can answer nearest neighbor
queries (e.g. finding the nearest printer [13]) by considering the distance on each edge.
It is difficult for hierarchical location models to carry out path finding, but it is possible
for them to answer the nearest neighbor query. This query is carried out by searching all

S
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the printers, computing the distances between the user and all the candidate printers and
choosing the closest printer. This approach ignores the potential path inherent during
searching. It is obvious that the shortest absolute physical distance between two coordi-
nate points is not the shortest accessible distance along the available path. Besides, the
simple computation of distances will not help a stranger who is not familiar with that
space. However, our model can find the nearest neighbor through choosing the shortest
accessible distance along a path.

Compared to other graph models, this space model can reduce the searching space
largely during a path finding. A typical graph model would carry out searching a huge
graph that consists of all the spaces in the entire environment. In the above example,
the searching probably starts from all the spaces connected to sy in the whole graph.
However, the path finding algorithm based on our space model will always be executed
on the limited number of spaces in local graphs, and connected spaces in other local
graphs are transparent. Only when the searching fails, it will be extended to other local
graphs through sensitive spaces. The searching space is only the number of spaces in
potentially local graphs and sensitive spaces, which is relatively small compared to
searching all the spaces in the whole graph at once.

5 Conclusion and Future Work

This paper has proposed a unified space model to service the requirement of spatial rep-
resentation and relationships for a large-scaled and complex environment. This model
provides a powerful and expressive representations of location information for any
space. It supports traditional symbolic and geometric representations, and relative loca-
tion representations, which is more comprehensive than existing models.

This space model takes the advantages of both lattice theory and graph theory, and
combines them in a novel way. This single model supports comprehensively spatial re-
lationships such as containment, adjacency, and connectedness. It offers multiple graphs
at various abstraction levels that are distributed at different nodes in a lattice model. The
demonstrations in Section @ suggest that this will potentially improve the efficiency of
path finding algorithms.

This space model is comprehensive, for it involves all the details that are needed
to represent location-related information. It can be simplified to suit to simpler appli-
cations. When graph models are not needed, developers can only construct a lattice
model without building the connectedness relationship. When a hierarchical model is
not needed, developers can just build a typical graph model while adding a universal
space to be the immediately super spaces for all the spaces in this graph. Consider-
ing the natural complexity of real environments, it always takes a huge effort to build
a detailed space model, no matter based on our model or existing models. However,
our model tries to reduce the complexity of construction by collapsing a whole graph
into manageable local graphs, and linking and organising them into a lattice model.
Moreover, this approach can reduce the cost of maintenance. When spaces in the envi-
ronment have been updated (e.g., adding or removing spaces), it will be easier to track
down a few of local graphs that are required to be revised correspondingly, rather than
check and affect the whole graph. However, if the spaces being updated are (or will
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be) sensitive spaces, it may cause inconsistency. This will increase the complexity of
maintenance in our model.

To make better use of this model, developers must have a good knowledge of the
target environment, including partition principles, levels of granularity, and particularly
the sensitive spaces being chosen. Developers should build a lattice model for all the
spaces in an environment with the help of Proposition[]to locate sensitive spaces. Then
they can build connectedness relationships between immediately sub spaces for each
node in the lattice so as to form local graphs. This ensures the consistency of spatial
relationships between all the spaces. In our initially simple experiment, this space model
can be easily constructed for the spaces in one floor. However, to attain the goals of
the model, it should be applied and evaluated in a larger-scaled and more complicated
environment. In parallel, the path finding algorithm must be properly evaluated and
refined as the space set grows.

Furthermore, the space model could be extended with extensions that constrain the
accessability of locations, e.g. opening hours for public spaces, highway restrictions
for roads, or gender restrictions for bathrooms [3]. Further constraints could be set to
determine security and privacy characteristics of location information.
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