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Case-Based Reasoning (CBR) is a very popular methodology for developing 
knowledge-based systems [1]. Yet there are few toolkits available for building 
CBR systems. In this paper we present a framework called Fionn that is 
specifically designed for the development of CBR systems. Since Fionn was 
designed specifically for CBR it provides good support for some of the unique 
characteristics of CBR systems. We will concentrate on three of these in this 
paper: 

1. Feature Selection  
2. Learning Similarity Measures  
3. Case-Based Explanation 

Fionn is implemented in a XML framework for CBR called CBML that has been 
described elsewhere [11]. Fionn also has a comprehensive evaluation framework 
that will be described.  
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One of the main benefits Fionn offers is the ability to perform Feature Selection 
and to learn Similarity Measures. These are essentially parameter setting tasks that 
are achieved by a search through the parameter space. The best parameters are 
selected by cross-validation on the data that is available. This comes down to a 
task of comparing different classifiers (i.e. different parameter sets). Recent 
research in Machine Learning shows that this is anything but straightforward [2, 4, 
5, 6, 7]. Problems of overfitting and accuracy estimation with skewed class 
distributions need to be considered, for instance. To address these issues Fionn 
supports a variety of validation schemes (hold-out validation, cross-validation, 
leave-one-out cross-validation) and a selection of error functions (e.g. 0/1 loss, 
harmonic mean of positive and negative errors).  
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Feature selection in Fionn supports the search for an optimal feature subset using a 
variety of Wrapper-like [3] algorithms (see Figure 1). The framework is both 
independent of the type of classifier and of the evaluation technique used. 



The algorithms currently implemented in Fionn are; 

! Sequential Forward Floating Search (SFFS) 
! Forward Selection (FS) 
! Backward Elimination (BE) 
! Genetic Search   
! Wrapper2 [13] 

The FS and BE searches can all be modified so that the hop size can be increased 
using the Compound Operators algorithm [3]. This is necessary when using 
datasets where the number of features is large. A Node Caching option is also 
implemented in the Genetic Algorithm as some nodes can often be revisited. 
Caching in such situations means that these nodes do not need to be re-evaluated.  

The feature selection framework integrates with the evaluation framework so 
that a variety of validation and error (loss) measures can be used. Reunanen 
recently showed that intensive search in feature subset selection can lead to 
overfitting [2]. Fionn has been designed so that the results obtained from the 
feature selection module can easily be evaluated to investigate whether or not 
overfitting has occurred.  

 
!46A(+&>?&The output from the Fionn Feature Selection process (using Wrapper2). 

>?E :4*42)(4=;&F+)<A(+<&
Fionn supports a number of specifications that describe the components of a CBR 
system. One of these specifications deals with the representation of a similarity 
measure. This representation contains two dimensions; a set of weights for each 
feature in the case, and a representation of the local similarity measure, i.e. the 
similarity measure between two feature values. 



By representing the similarity measure separately from the application code we 
make it possible to edit the measure without writing a single line of code. This 
offers considerable advantages in CBR application development, where the 
domain experts who design similarity measures are unlikely to be coding experts.  

We have been developing a multiple user case-based reasoning application, the 
Personal Travel Assistant [10] within the Fionn framework. Using its similarity 
measure specifications it is possible to use a separate similarity measure for each 
user or for individual groups of users. Fionn also allows us to optimize these 
similarity measures automatically (in a manner similar to that described in [8, 9, 
12]). This provides an added level of personalization to the system. 
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A further advantage of CBR is the potential to use retrieved cases to support 
explanation. This idea is supported in Fionn in a framework we call explanation-
guided retrieval. This is motivated by the fact that when two cases are equally 
similar to the target case one may be more compelling in explaining a prediction 
than another. Explanation-guided retrieval attempts to assign a higher level of 
utility to cases that lie between the query case and the decision surface than to 
cases that don’t. We have done some work in the area of predicting blood alcohol 
levels relative to drink driving limits [14]. In this domain an important feature in 
terms of explanation is the units of alcohol consumed, e.g. if trying to predict that a 
query case with units consumed = 5 is over the drink-driving limit, a more 
convincing retrieval is a case of 4 units that is over the limit than a case with 6 
units consumed that is over the limit. 
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In this paper we introduced some of the features of the Fionn framework for 
developing CBR systems. We have outlined the evaluation framework that 
underpins the feature selection and similarity learning process and we have 
presented a brief description of the Explanation-Guided Retrieval mechanism in 
Fionn. 
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